
Amazon Aurora Serverless for MySQL Lab 
 

This hands-on lab manual will cover following tasks and procedure: 

 Create and configure a new Aurora Serverless DB cluster 

 Create a Cloud9 client environment and then enable network traffic to the Aurora Serverless 

cluster from your Cloud9 environment 

 Setup sysbench on the Cloud9 environment and run load test using the provided script 

 Clean up and terminate your Cloud9 environment and Aurora Serverless DB cluster 

Note:  

AWS Region:  Use AWS region (us-west-2) to perform all activities in this Lab. 

Create and configure a new Aurora Serverless DB cluster 

1. Sign in to the AWS Management Console and open the Amazon RDS console at 
https://console.aws.amazon.com/rds/.  

2. In the top-right corner of the AWS Management Console, select US West (Oregon) region. 
3. In the navigation pane, choose Clusters.  
4. Choose Create database to start the Create database wizard. The wizard opens on the Select 

engine page.  
5. On the Select Engine page, choose Amazon Aurora under Engine Options and then choose 

MySQL 5.6-compatible edition of Aurora. Currently, only the MySQL 5.6 version is available with 
Aurora Serverless. 
 

 
 

6. Choose Next.   

https://console.aws.amazon.com/rds/


7. On the Specify DB details screen, under Capacity type select the Serverless radio button. 
8. In the Setting pane, enter the following: 

 
DB cluster identifier   aurora-sl-lab 
Master username   master 
Master password   Test1234 

 

 
 

9. Choose Next.   
10. On the Configure advanced settings page, in the Capacity setting pane enter the following: 

 

Minimum Aurora capacity unit   2 

Maximum Aurora capacity unit   16 

 

Expand the Additional scaling configuration section.  

By default, your cluster will pause after 5 consecutive minutes of inactivity. Leave it at the 

default value for this lab. 

 



 
 

11. On the Network & Security pane, in the Virtual Private Cloud (VPC) list, choose Default VPC.  

In the Subnet group list, select Create new DB Subnet Group.  

In VPC security groups list, select Create new VPC security group. 

 

 
 

12. Leave the settings in the additional configuration pane at its default value. 

13. Uncheck the Enable deletion protection option in the Deletion protection pane for this lab. 

 

 
 

14. Select Create database. 

15.  The RDS > Clusters screen will load and your aurora-sl-lab cluster will appear as in the creating 

status. Click on aurora-sl-lab in the cluster list to access detailed information about your cluster. 

 



 

16. The aurora-sl-lab detail screen will load. This screen contains monitoring information including 
the Serverless Database Capacity graph that shows the number of Aurora Capacity Units in use 
over time and Recent Events pane, which details scaling and pausing/resume events.  

Scroll to the to the Details pane. Record the VPC value and Database endpoint values for use 
later in the lab. 

Create a Cloud9 client environment 
 

After creating the aurora-sl-lab cluster, your next task is to create a database client inside the same VPC. 

To complete this task, you will create a Cloud9 environment to use as your database client.  

1. From the top AWS Web Console menu, select Services. In the search bar, begin typing Cloud9 

and select Cloud9 to open the service console. 

 

 
 

2. In the top-right corner of the AWS Management Console, select US West (Oregon) region. 
3. On the AWS Cloud9 screen, select Create environment. 

 

 
 

4. On the Name environment screen, in the Name field type AuroraSLclient and select Next step. 



 
 

5. On the Configure setting screen, leave the environment type as Create a new instance for 

environment (EC2) and the Instance type as t2.micro. Leave the cost-saving setting at its default 

value. 

 

 
 

6. Because Aurora Serverless DB clusters do not have publically accessible endpoints, your aurora-

sl-lab can only be accessed from within the same VPC. 

To place AuroraSLclient in the same VPC as aurora-sl-lab, scroll down the Configure setting 
screen and expand the Network settings (advanced) section. From the Network (VPC) drop 
down, select aurora-sl-lab's VPC which you recorded in step 16 above. 



Select Next step. 

 

7. On the Review page, select Create environment. 

After your new Cloud9 environment has been created, proceed to the next step. 

Enable client network access to your Aurora Serverless Cluster 
 

In this step, you will enable network access from your Cloud9 environment to your Serverless DB 

Cluster. To accomplish this task, you will add the security group assigned to AuroraSLclient as a traffic 

source for the security group assigned to aurora-sl-lab. A security group is a virtual firewall that controls 

network traffic in your network. 

1. Open the AWS Cloud9 Console at https://console.aws.amazon.com/cloud9/. 

2. In the top-right corner of the AWS Management Console, select US West (Oregon) region. 
3. Select AuroraSLClient and Choose View Details. 

 

 
 

4. Record the security group under Security Groups for use later in the lab. 

 

https://console.aws.amazon.com/cloud9/


 

5. Open the Amazon RDS console at https://console.aws.amazon.com/rds/. 
6. In the top-right corner of the AWS Management Console, select US West (Oregon) region. 
7. In the navigation pane, choose Clusters.  
8. Click on aurora-sl-lab in the cluster list. 

9. Scroll to the Details pane and click on the security group listed under Security groups. 

 
10. Choose Inbound Rules. 
11. Choose Edit.  

 

 
12. In the Inbound Rules tab, select Add another rule. 

In the Type column, select MySQL/Aurora (3306) from the drop down list. 

In the Source column, paste the security group of AuroraSLclient which you recorded at step 4 

above. 

Then select Save. 

 

 

https://console.aws.amazon.com/rds/


Setup sysbench on the Cloud9 environment and run load test 
 

1. Open the AWS Cloud9 Console at https://console.aws.amazon.com/cloud9/. 

2. In the top-right corner of the AWS Management Console, select US West (Oregon) region. 
3. Select AuroraSLClient and Choose Open IDE. 

4. Click the + sign and then choose New Terminal. 

 

 
 

5. Copy and paste the following commands on the terminal window to install sysbench. 

 

 

Note: Use Ctrl+V on windows or Command+V on mac to paste on Cloud9 terminal window. 

 

6. Connect to aurora-sl-lab cluster using the following command. Substitute your database 

endpoint for the value in the command and press Enter. 

 

 

You should now be connected to the aurora-sl-lab Aurora Serverless DB cluster!  

 

7. Create a database to store sysbench related tables. 

 
 

 

 

 

8. Create a load test shell script using the following commands. 

 

sudo yum -y install bzr;sudo yum -y install automake;sudo yum -y install 

libtool;sudo yum -y install mysql-devel;sudo bzr branch lp:sysbench;cd 

sysbench;sudo ./autogen.sh;sudo ./configure;sudo make; cd sysbench 

mysql --user=master --password=Test1234 -h <your database endpoint> 

mysql> create database sysbench; 

Query OK, 1 row affected (0.01 sec) 

mysql> exit 

https://console.aws.amazon.com/cloud9/


 

 

 

9. Run load test bash script. 

 

 

This will setup the sysbench related tables.  

Then it will start a sysbench read heavy load test using 80 threads, which will run for 5 minutes.  

Later another sysbench read heavy load test will start using 40 threads, which will run for 20 

minutes. 

 

Tail the log file to view the progress. 

 

 

10. When the load test is running, you can observe the cloudwatch metrics for aurora-sl-lab cluster 

under CloudWatch pane. 

cat > /home/ec2-user/environment/loadtest.sh <<EOF 

/home/ec2-user/environment/sysbench/sysbench/sysbench --test=/home/ec2-

user/environment/sysbench/sysbench/tests/db/oltp.lua --mysql-host=aurora-sl-

lab.cluster-czrxjzwto2u8.us-west-2.rds.amazonaws.com --mysql-port=3306 --

mysql-user=master --mysql-password=Test1234 --mysql-db=sysbench --mysql-

table-engine=innodb --oltp-table-size=25000 --oltp-tables-count=250 --db-

driver=mysql prepare 

nohup /home/ec2-user/environment/sysbench/sysbench/sysbench --

test=/home/ec2-user/environment/sysbench/sysbench/tests/db/oltp.lua --mysql-

host=aurora-sl-lab.cluster-czrxjzwto2u8.us-west-2.rds.amazonaws.com --oltp-

tables-count=250 --mysql-user=master --mysql-password=Test1234 --mysql-

port=3306 --db-driver=mysql --oltp-tablesize=25000 --mysql-db=sysbench --

max-requests=0 --oltp_simple_ranges=0 --oltp-distinct-ranges=0 --oltp-sum-

ranges=0 --oltp-order-ranges=0 --max-time=300 --oltp-read-only=on --num-

threads=80 run  > /home/ec2-user/environment/loadtest.out 2>&1 & 

sleep 400 

nohup /home/ec2-user/environment/sysbench/sysbench/sysbench --

test=/home/ec2-user/environment/sysbench/sysbench/tests/db/oltp.lua --mysql-

host=aurora-sl-lab.cluster-czrxjzwto2u8.us-west-2.rds.amazonaws.com --oltp-

tables-count=250 --mysql-user=master --mysql-password=Test1234 --mysql-

port=3306 --db-driver=mysql --oltp-tablesize=25000 --mysql-db=sysbench --

max-requests=0 --oltp_simple_ranges=0 --oltp-distinct-ranges=0 --oltp-sum-

ranges=0 --oltp-order-ranges=0 --max-time=1200 --oltp-read-only=on --num-

threads=40 run  >> /home/ec2-user/environment/loadtest.out 2>&1 & 

EOF 

chmod 755 /home/ec2-user/environment/loadtest.sh 

/home/ec2-user/environment/loadtest.sh 

tail -100f /home/ec2-user/environment/loadtest.out 



 
 

You can also view the scale up/down events and pause events under Recent Events pane. 

 

 

Terminate Resources 
 

1. Open the Amazon RDS console at https://console.aws.amazon.com/rds/. 
2. In the top-right corner of the AWS Management Console, select US West (Oregon) region. 
3. In the navigation pane, choose Clusters.  
4. Click on aurora-sl-lab in the cluster list. 

5. Scroll to the Details pane and click on the security group listed under Security groups. 

6. Choose Inbound Rules. 
7. Choose Edit.  
8. Delete the security group for AuroraSLclient which you had added earlier. 

Then select Save. 

 
 
 
 
 
 
 
 

https://console.aws.amazon.com/rds/


9. Open the Amazon RDS console at https://console.aws.amazon.com/rds/. 
10. In the top-right corner of the AWS Management Console, select US West (Oregon) region. 
11. In the navigation pane, choose Clusters.  
12. Click on aurora-sl-lab in the cluster list. 

13. From the Actions menu select Delete Cluster.  

 

 
14. Choose No for Create final snapshot Option, check the acknowledgement box and select Delete 

Cluster. 

15. Open the AWS Cloud9 Console at https://console.aws.amazon.com/cloud9/. 

16. In the top-right corner of the AWS Management Console, select US West (Oregon) region. 
17. From the Your environments screen, select AuroraSLClient and select Delete. Confirm the 

AuroraSLClient deletion. 

 

 

https://console.aws.amazon.com/rds/
https://console.aws.amazon.com/cloud9/

