Amazon Aurora Serverless for MySQL Lab

This hands-on lab manual will cover following tasks and procedure:

v
v

v
v

Note:

Create and configure a new Aurora Serverless DB cluster

Create a Cloud9 client environment and then enable network traffic to the Aurora Serverless
cluster from your Cloud9 environment

Setup sysbench on the Cloud9 environment and run load test using the provided script
Clean up and terminate your Cloud9 environment and Aurora Serverless DB cluster

AWS Region: Use AWS region (us-west-2) to perform all activities in this Lab.

Create and configure a new Aurora Serverless DB cluster

Sign in to the AWS Management Console and open the Amazon RDS console at
https://console.aws.amazon.com/rds/.

In the top-right corner of the AWS Management Console, select US West (Oregon) region.

In the navigation pane, choose Clusters.

Choose Create database to start the Create database wizard. The wizard opens on the Select
engine page.

On the Select Engine page, choose Amazon Aurora under Engine Options and then choose
MySQL 5.6-compatible edition of Aurora. Currently, only the MySQL 5.6 version is available with
Aurora Serverless.

Select engine

Engine options

© Amazon Aurora Preview - Parallel Query MySQL

Amazon Amazon AN
Aurora Aurora

MariaDB PostgreSQL Oracle

}J ORACLE

Microsoft SQL Server

9 §6t Server

Amazon Aurora

Amazon Aurcra is a MySQL- and PostgreSQL-compatible enterprise-class database, starting at <$1/day.
= Upto 5 times the throughput of MySQL and 3 times the throughput of PostgresQL

« Up to 64TiB of auto-scaling SSD storage

+ 6-way replication across three Availability Zones

« Upto 15 Read Replicas with sub-10ms replica lag

= Automatic menitering and failover in less than 30 seconds

Edition

O MySQL 5.6-compatible
Aurora Serverless capatity s onty available with this edition

MySQL 5.7-compatible

PostgreSQL-compatible

Only enable options eligible for RDS Free Usage Tier  Info Cancel

6. Choose Next.


https://console.aws.amazon.com/rds/

7. On the Specify DB details screen, under Capacity type select the Serverless radio button.
8. Inthe Setting pane, enter the following:

DB cluster identifier aurora-sl-lab
Master username master
Master password Test1234

Specify DB details

Configuration
Estimate your monthly costs for the DB Instance using the AWS Simple Monthty Calculator Z

DB engine
Aurora - compatible with MySQL 5.6.10a

Capacity type  Info

Provisioned

Provisioned with Aurora parallel query enabled  Info

0 Serverle: f

Settings

DB cluster identifier

Master username  Info

master

Master password  Info Confirm password  Info

9. Choose Next.
10. On the Configure advanced settings page, in the Capacity setting pane enter the following:

Minimum Aurora capacity unit 2
Maximum Aurora capacity unit 16

Expand the Additional scaling configuration section.
By default, your cluster will pause after 5 consecutive minutes of inactivity. Leave it at the
default value for this lab.



Configure advanced settings

Capacity settings
Billing estimate is based on published prices. Learn more E

Minimum Aurora capacity unit  Info Maximum Aurora capacity unit  Info
2 v 16 v
4GB RAM 32GB RAM

¥ Additional scaling configuration

Pause compute capacity after consecutive minutes of inactivity Info

You are only charged for database storage while the compute capacity is paused

00 ¥ | hoursf§| 05 ¥ [minutes | 00 ¥ | seconds

Max: 24 hours

11. On the Network & Security pane, in the Virtual Private Cloud (VPC) list, choose Default VPC.
In the Subnet group list, select Create new DB Subnet Group.
In VPC security groups list, select Create new VPC security group.

Network & Security

Virtual Private Cloud (VPC) Info

VPC defines the virtual networking environment for this DB instance
Defaut: vec [ v
Only VPCs with a corresponding DB subnet group are listed

Subnet group  Info
DB subnet group that defines which subnets and IP ranges the DB instance can use in the VPC you selecte:

.

VPC security groups

Segurity grogne have rilee anthod=ing copnections from all the EC2 instances and device

ess the DB instance

I © Create new VPC security group I

Choose existing VPC security groups

12. Leave the settings in the additional configuration pane at its default value.
13. Uncheck the Enable deletion protection option in the Deletion protection pane for this lab.

» Additional configuration

Deletion protection

D Enable deletion protection

Protects the database from being feleted accidentally. While this option is enabled, you can't delete the database.

Cancel Create database

14. Select Create database.
15. The RDS > Clusters screen will load and your aurora-si-lab cluster will appear as in the creating
status. Click on aurora-sl-lab in the cluster list to access detailed information about your cluster.



Amazon RDS Wl > Creating DB cluster "aurora-sl-lab”. View DB cluster. X

Dashboard RDS
Instancas

Clusters c Create database
Clusters
Performance Insights A 1 @
Snapshots

DB cluster identifier a  Engine ¥ Engine version v Status v Type ¥ Maintenance v
Reserved instances 9 i Ha

aurora-sl-lab Aurora MySQL 56.108 @ creating serverless none
Subnet groups

Parameter groups

Option groups

Events

Event subscriptions

Recommendations

16. The aurora-sl-lab detail screen will load. This screen contains monitoring information including
the Serverless Database Capacity graph that shows the number of Aurora Capacity Units in use
over time and Recent Events pane, which details scaling and pausing/resume events.

Scroll to the to the Details pane. Record the VPC value and Database endpoint values for use
later in the lab.

Create a Cloud9 client environment

After creating the aurora-sl-lab cluster, your next task is to create a database client inside the same VPC.
To complete this task, you will create a Cloud9 environment to use as your database client.

1. From the top AWS Web Console menu, select Services. In the search bar, begin typing Cloud9
and select Cloud9 to open the service console.

EXVE Services - Resource Groups v * Jal
Histol [
v | clouds
Console Home Cloudo
ElastiCache A Cloud IDE for Writing, Running, and Debugging Code
EC2 EC2 CodeStar Athena
RDS Lightsail &' CodeCommit EMR
Clouds Elastic Container Service CodeBuild CloudSearch
ou
EKS CodeDeploy Elasticsearch Service
VPC Lambda CodePipeline Kinesis
Batch Cloudg QuickSiaht " f

2. Inthe top-right corner of the AWS Management Console, select US West (Oregon) region.
3. On the AWS Cloud9 screen, select Create environment.

Services v  Resource Groups v %

AWS Cloud9
a cloud IDE for writing,

running, and debugging code

New AWS Cloud9 environment

inal with
spend the time to

4. Onthe Name environment screen, in the Name field type AuroraSLclient and select Next step.



AWS Cloudd Environments Create environment

Step1

Name emvironment  N@ME eNvironment

Step 2
Environment name and description

Step3
Name
he name needs to be unique per user. You can update it at any time in your environment settings

TIMIE B0 Characters

Description
d. You can update it at any time in your environment settings

Limit: 200 characters

caneet

5. On the Configure setting screen, leave the environment type as Create a new instance for
environment (EC2) and the Instance type as t2.micro. Leave the cost-saving setting at its default
value.

Configure settings

Environment settings

Environment type Info
Choose between creating a new EC2 instance for your new environment or connecting directly to your server over 55H.

I o Create a new instance for environment (EC2) l
| N e i

st : nment

Connect and run in remote server (S5H)
Display instructions to connect remaotely over 55H and run your new environment.

Instance type

© tZmicro (1 GIB RAM + 1 vCPU)
Free-tier eligible. Ideal for educational Jkers and exploration,

t2small (2 GiB RAM + 1 vCPU)
Recommended for small-sized web projects.

mé4.large (B GiB RAM + 2 vCPU)
Recommended for production and general-purpose development.

Other instance type
Select an instance type

tZ.nano

Cost-saving setting
Choose a predetermined amount of time to auto-hibernate your environment and prevent unnecessary charges. We recommend
a hibernation settings of half an hour of no activity to maximize savings.

After 30 minutes {default) v

1AM role
AWS Cloud9 creates a service-linked role for you. This allows AWS Cloud3 to call other AWS services on your behalf. You can
delete the role from the AWS 1AM console once you no longer have any AWS Cloud9 environments. Leann mare E

AWSServiceRoleForAWSCloud9

6. Because Aurora Serverless DB clusters do not have publically accessible endpoints, your aurora-
sl-lab can only be accessed from within the same VPC.

To place AuroraSLclient in the same VPC as aurora-sl-lab, scroll down the Configure setting
screen and expand the Network settings (advanced) section. From the Network (VPC) drop
down, select aurora-sl-lab's VPC which you recorded in step 16 above.



Select Next step.

‘ ¥ Network settings (advanced) |

Network (VPC)
gunch vour EC2 inetance into an existing Amazon Private Cloud (VPC) or create a new one.
I vpc-(de‘Fautt I L 4 @] | [A Create new VPC |
Subnet
Salecig ooce o 1D odecca oo L UDE o ool ot EE e o other
No preference (default subnet in any Availability Zone) ¥ (& | [A Create new subnet |

7. Onthe Review page, select Create environment.

After your new Cloud9 environment has been created, proceed to the next step.

Enable client network access to your Aurora Serverless Cluster

In this step, you will enable network access from your Cloud9 environment to your Serverless DB
Cluster. To accomplish this task, you will add the security group assigned to AuroraSLclient as a traffic

source for the security group assigned to aurora-si-lab. A security group is a virtual firewall that controls
network traffic in your network.

1.
2.
3.

4.

Open the AWS Cloud9 Console at https://console.aws.amazon.com/cloud9/.

In the top-right corner of the AWS Management Console, select US West (Oregon) region.
Select AuroraSLClient and Choose View Details.

AWS Cloud9 Your environments

Your environments (1)

o8 5 s ]| i [ oo | [

1 @
AuroraSLclient [+]
Type Permissions
EC2 Owner

Description
No description was provided

Open IDE [A

Record the security group under Security Groups for use later in the lab.

AWS Cloudd > Environments orastoient

AuroraSLclient

Open IDE 4 edit | [ etete

Environment details

a nt
AurorasLelient

t2.micro sg- IR 55 arn:aws:cloudg:us-
- west-2 S = iron e N
—
No description provided 16ig o I
mber of
pe Subne f
ec2 1 subne S

Qwner EBS anly /homejec2-userfenvironment



https://console.aws.amazon.com/cloud9/

0N,

10.
11.

12.

Open the Amazon RDS console at https://console.aws.amazon.com/rds/.

In the top-right corner of the AWS Management Console, select US West (Oregon) region.

In the navigation pane, choose Clusters.
Click on aurora-sl-lab in the cluster list.

Scroll to the Details pane and click on the security group listed under Security groups.

Details

Configuration Capacity settings

ARN Minimum Aurora capacity unit
arnawsirds:us-west-2 [N cluster-aurora- 2 capacity units
sl-lab

Maximum Aurora capacity unit
DB cluster

16 capacity units
aurora-sl-lab
Pause compute capacity after consecutive minutes of

Port inactivity
3306 5 minutes
Status

available

DB cluster parameter group

default.auroras.6

Resource ID

custer [

IAM DB Authentication Enabled
No

Deletion protection
Disabled

Security and network

VPC

voo [

Subnet group
default

Subnets

subnet- N
subnet
subnet [N

Security groups

[security Group so-A—=——“os |

Tatnve T

Database endpoint

aurora-st-ta.cluster N~

west-2.rds.amazonaws.com

Backups

Automated backups
Enabled (1 Day)

Earliest restorable time

Mon Oct 22 16:27:47 GMT-700 2018

Latest restore time

Mon Oct 22 16:34:06 GMT-700 2018

Backup window
08:22-08:52 UTC (GMT)

Maintenance window

mon:07:49-mon:08:19 UTC (GMT)

Choose Inbound Rules.
Choose Edit.

Create Security Group RS g

8 MName Group ID Group Name | vpcID

(] <o [+ ds-launch-wizard-3 voo [N

security Group: so | ¢ -

Type (0 Protocol (i Port Range (i
NMYSQUAurora TCP 3306

In the Inbound Rules tab, select Add another rule.

Description

Created from the RDS Management Console: 2018/10/22 23:26:54

source (i

In the Type column, select MySQL/Aurora (3306) from the drop down list.

In the Source column, paste the security group of AuroraSLclient which you recorded at step 4

above.
Then select Save.

Description (i

Edit inbound rules

Description (i

Type (i Protocol (i Port Range (i Source (i
MYSQUAuror v] TP 3206 custom | [ >
wsauauron | | [Tcp 3306

Add Rule

on that rule to be dropped for a very brief period of time until the new rule can be created

WE—‘

NOTE: Any edits made on existing rules will result in the edited rule being deleted and a new rule created with the new details. This will cause traffic that depends
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https://console.aws.amazon.com/rds/

Setup sysbench on the Cloud9 environment and run load test

P wnNPE

8.

Open the AWS Cloud9 Console at https://console.aws.amazon.com/cloud9/.

In the top-right corner of the AWS Management Console, select US West (Oregon) region.
Select AuroraSLClient and Choose Open IDE.

Click the + sign and then choose New Terminal.

~ AWSCloud9 File Edit Find View Go Run Tools Window Support Preview

8

B Welcome

v AurorasLdient # v :ew :”e ‘ ’:I\ttﬂ
. I ew Termina Al I
README.md A
ewW RUn Connguration

Open Preferences  Ctrl-,

Environment

MNew Immediate Window

our development environment

> with just a

ne, and much more.

Getting started

Copy and paste the following commands on the terminal window to install sysbench.

sudo yum -y install bzr;sudo yum -y install automake;sudo yum -y install
libtool;sudo yum -y install mysgl-devel;sudo bzr branch lp:sysbench;cd
sysbench;sudo ./autogen.sh;sudo ./configure;sudo make; cd sysbench

Note: Use Ctrl+V on windows or Command+V on mac to paste on Cloud9 terminal window.

Connect to aurora-si-lab cluster using the following command. Substitute your database
endpoint for the value in the command and press Enter.

mysqgl --user=master --password=Testl234 -h <your database endpoint>

You should now be connected to the aurora-si-lab Aurora Serverless DB cluster!

Create a database to store sysbench related tables.

mysql> create database sysbench;
Query OK, 1 row affected (0.01 sec)

mysqgl> exit

Create a load test shell script using the following commands.


https://console.aws.amazon.com/cloud9/

9.

10.

cat > /home/ec2-user/environment/loadtest.sh <<EOF

/home/ec2-user/environment/sysbench/sysbench/sysbench --test=/home/ec2-
user/environment/sysbench/sysbench/tests/db/oltp.lua --mysgl-host=aurora-sl-
lab.cluster-czrxjzwto2u8.us-west-2.rds.amazonaws.com --mysqgl-port=3306 --
mysgl-user=master --mysgl-password=Testl234 --mysgl-db=sysbench --mysgl-
table-engine=innodb --oltp-table-size=25000 --oltp-tables-count=250 --db-
driver=mysqgl prepare

nohup /home/ec2-user/environment/sysbench/sysbench/sysbench --
test=/home/ec2-user/environment/sysbench/sysbench/tests/db/oltp.lua --mysqgl-
host=aurora-sl-lab.cluster-czrxjzwto2u8.us-west-2.rds.amazonaws.com —--oltp-
tables-count=250 --mysgl-user=master --mysqgl-password=Testl234 --mysqgl-
port=3306 --db-driver=mysqgl --oltp-tablesize=25000 --mysgl-db=sysbench --
max-requests=0 --oltp simple ranges=0 --oltp-distinct-ranges=0 --oltp-sum-
ranges=0 --oltp-order-ranges=0 --max-time=300 --oltp-read-only=on --num-
threads=80 run > /home/ec2-user/environment/loadtest.out 2>&l &

sleep 400

nohup /home/ec2-user/environment/sysbench/sysbench/sysbench --
test=/home/ec2-user/environment/sysbench/sysbench/tests/db/oltp.lua --mysqgl-
host=aurora-sl-lab.cluster-czrxjzwto2u8.us-west-2.rds.amazonaws.com —--oltp-
tables-count=250 --mysgl-user=master --mysqgl-password=Testl234 --mysql-
port=3306 --db-driver=mysqgl --oltp-tablesize=25000 --mysgl-db=sysbench --
max-requests=0 --oltp simple ranges=0 --oltp-distinct-ranges=0 --oltp-sum-
ranges=0 --oltp-order-ranges=0 --max-time=1200 --oltp-read-only=on --num-
threads=40 run >> /home/ec2-user/environment/loadtest.out 2>&l1 &

EOF

chmod 755 /home/ec2-user/environment/loadtest.sh

Run load test bash script.

/home/ec2-user/environment/loadtest.sh

This will setup the sysbench related tables.

Then it will start a sysbench read heavy load test using 80 threads, which will run for 5 minutes.
Later another sysbench read heavy load test will start using 40 threads, which will run for 20
minutes.

Tail the log file to view the progress.

tail -100f /home/ec2-user/environment/loadtest.out

When the load test is running, you can observe the cloudwatch metrics for aurora-sl-lab cluster
under CloudWatch pane.



CloudWatch (29) [ add custer to compare | [ Monitoring v | | Last 3 Hours v

Legend: | aurora-si-lab

Q 1 2 3 4 5 6 7 . 10 ) &
Serverless Database Capacity (Count) CPU Utilization (Percent) DB Connections (Count)
10 100 100
75 75 75
5 0 50
25 2 25
0 0 0
10722 10722 10/22 10/22 10/22 10/22 10/22 10/22 10/22
1800 19:00 2000 18:00 19:00 2000 18:00 1200 2000

You can also view the scale up/down events and pause events under Recent Events pane.

Recent events (1

Terminate Resources

Open the Amazon RDS console at https://console.aws.amazon.com/rds/.

In the top-right corner of the AWS Management Console, select US West (Oregon) region.
In the navigation pane, choose Clusters.

Click on aurora-si-lab in the cluster list.

Scroll to the Details pane and click on the security group listed under Security groups.
Choose Inbound Rules.

Choose Edit.

Delete the security group for AuroraSLclient which you had added earlier.

Then select Save.

PNV AWNE

Edit inbound rules

Type (i) Protocol | | ) Port Range | | Source | Description |( |

TCP 3306 [custom | > | [eg SSH for Admin Deskiop |
TCP 3306 custom__~ [so s | | [eg SSH for Admin Desktop |
Add Rule

NOTE: Any edits made on existing rules will result in the edited rule being deleted and a new rule created with the new details. This will cause traffic that depends
on that rule to be dropped for a very brief period of time until the new rule can be created.

o
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https://console.aws.amazon.com/rds/

10.
11.
12.
13.

14.

15.
16.
17.

Open the Amazon RDS console at https://console.aws.amazon.com/rds/.

In the top-right corner of the AWS Management Console, select US West (Oregon) region.
In the navigation pane, choose Clusters.

Click on aurora-sl-lab in the cluster list.

From the Actions menu select Delete Cluster.

RDS Clusters

Clusters (1) Create database
Modify cluster
Q Filter clusters v 1 @®
Set capacity
DB cluster identifier a Engine v Engine version v Status v Type Takesnapshot jntenance v
‘l ©  aurorasliab | Aurora MySQL 56108 © available e

Choose No for Create final snapshot Option, check the acknowledgement box and select Delete
Cluster.

Open the AWS Cloud9 Console at https://console.aws.amazon.com/cloud9/.

In the top-right corner of the AWS Management Console, select US West (Oregon) region.

From the Your environments screen, select AuroraSLClient and select Delete. Confirm the
AuroraSLClient deletion.

AWS Cloud?

Your environments (1) Open IDE [Z View details Edit m Create environment

AuroraSLclient (-]

Open 10E B



https://console.aws.amazon.com/rds/
https://console.aws.amazon.com/cloud9/

