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What is Generative AI?
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Applicable to 
many use cases 

like text summarization, question 
answering, digital art creation, 

code generation, etc.

Powered by 
foundation models 

pre-trained on large sets of data with 
several hundred billion parameters

Tasks can be 
customized for 

specific domains 
with minimal fine-tuning

AI that can 
generate content

close enough to human created 
content for real-world tasks

New Volvo car concept design by midjourney
Credit: @sugardesign_1 Instagram
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Generative AI is the fastest growing trend in AI
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Stable Diffusion accumulated 40k stars 
on GitHub in its first 90 days

Days since repository was started

Github
Stars

400 800 1,200 1,600 2,000 2,400 2,800 3,200

40,000

Stable Diffusion

Ethereum
Bitcoin

Developer adoption

ChatGPT reached the 1 million 
users mark in just 5 days

Consumer adoption

ChatGPT Instagram Spotify
1M

500k

5 days 75 days 150 days

0 25 50 75 100 125 150

Days since launch

Stylized path
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Media (image, video, audio) Special purpose

CodeText

Gen AI use case emerge in 4 different categories

Text 
generation

Q&A

Image
generation 

Image 
classification 

Audio 
generation

Video 
generation
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Text and 
knowledge
extraction

SearchText
summarization 

and paraphrasing
Code

generation

Chip design Drug design …

Code
completion

NOT EXHAUSTIVE
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Generative AI – what’s the perk?
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Humans Generative AI

Breadth of knowledge

Speed & Breadth

• Increased Efficiency

• Improved Quality and Creativity

• Applicable to a broad set of tasks

• Cost Savings

• Improved customer experience
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… but there are also certain limitation to bear in mind
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• Hallucination
• Knowledge cut-off
• Potential need for content 

moderation
• Missing references to 

original sources

We asked ChatGPT about the 
limitations of LLMs …

… and it came up with pretty 
good responses … 

… but missed crucial aspects 
for enterprise applications

• Risk of bias
• Misinterpretation of context
• Inability for (logical) 

reasoning
• Limited domain-specific 

knowledge
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… some practical steps to improve LLMs perfomance
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…techniques to reduce hallucinations 

• Low temperature
• Use of external knowledge bases
• Chain of thought promp9ng
• Self-consistency/vo9ng
• Correctness probabili9es for result filtering
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One approach to rule them all…?
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If you want to … … you might want to explore 

… wants to build a chat application (with execution of scripted 
workflows based on identified user intent)

Amazon Lex

… automatically extract information from documents, such as e-mails, 
forms, invoices, … 

Amazon Textract

… wants to convert audio files into text

Amazon Transcribe

… wants to translate text

Amazon Translate

… make information contained in documents, audio recordings, or 
videos easily searchable

Amazon Kendra

Fully managed artificial intelligence service with 
advanced natural language models to design, build, 
test, and deploy conversational interfaces in 
applications.

Neural machine translation service that delivers fast, 
high-quality, affordable, and customizable language 
translation.

Automatic speech recognition service that uses 
machine learning models to convert audio to text.

Intelligent enterprise search service that helps you 
search across different content repositories with built-
in connectors.

Machine learning service that automatically extracts 
text, handwriting, and data from scanned documents.
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Licensing model has implications on available options, 
cost, and security
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Cost structure Provider-dependent Full cost control

Data privacy & 
residence

Provider-dependent Under own control
(but also own obligation)

How it works Closed-box Open-box

Examples ChatGPT, GPT-3/4, DALL-E GPT-J, BLOOM, FLAN-T5, Stable Diffusion

Proprietary Open-source

Provisioning 
model

Model-as-a-Service Self-hosting or Model-as-a-Service

Access pattern External API Internal API 
embedded in your application landscape
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Transformer Models – Encoders and Decoders form the 
basis of state-of-the-art LLMs 

14

Source: Vaswani et al (2017): Attention Is All You Need

Model architecture ExamplesCommon use cases

Encoder models BERT• Sentence classification
• Named Entity Recognition

Decoder models GPT• Text generation

Encoder-Decoder 
models

BART, T5• Summarization
• Translation
• Question answering
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Language Modeling Variations

15

Berlin is the capital of

Berlin is the capital of

Berlin isthecapitalof

1 2345

Masked Language Modeling (MLM)

Causal Language Modeling (CLM)

Permutation Language Modeling (PLM)
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Transformer Models – How Encoders and Decoders work 
together
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Encoder

Berlin is the capital

1
3
5
⋯
4

7
5
1
⋯
2

2
5
7
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2

Decoder

Berlin ist die Hauptstadt

ist die Hauptstadt
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How do (decoder) LLMs make predictions?

17

Berlin is the capital

of

of

Germany

Auto-regressive word-by-word prediction
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Large model hosting challenges

Performance
• Model compilation
• Model compression
• Latency
• Throughput
• Availability

Complexity
• Large model size
• Model sharding
• Model serving
• Inference workflows
• Technical expertise
• Infrastructure setup

Cost
• Model compilation
• Model hosting cost
• Operational overhead
• Number of models to deploy and manage



Large model inference optimization

Model compilation

(TensorRT, 
DeepSpeed, FT)

Model compression

(DeepSpeed)

Optimizing model serving

Quantization

(TensorRT)

Distillation

(SageMaker, HF)

Pruning
(DeepSpeed, HF)

Accuracy:

Performance:

Accuracy:

Performance:

Accuracy:

Performance:

Accuracy:

Performance:

Accuracy:

Performance:

Model partitioning

(SageMaker, DeepSpeed, FT, HF)

Lossless accuracy/Optimal performance

Loss in accuracy

HF = Hugging Face

Post-training

In-Training/Post Training Post Training In-Training

Ahead-of-Time/ Runtime 
Partitioning

Post Training

Prompt 
engineering

Post-hosting

Ahead-of-Time & JIT 
Compilation

FT = Faster Transformer
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CPUs GPUs Inferentia &
Trainium

Graviton 
(ARM)

Real-time 
inference

Async 
inference

Serverless 
inference

Batch 
inference

Multi-
model 

endpoints

Multi-
container 
endpoints

Inference 
DAG and 
pipelines

Manage and 
version 
models

Large model 
inference 
containers

Model 
monitoring

Metrics and 
logging in 

CloudWatch

Amazon SageMaker

Amazon 
SageMaker

SageMaker JumpStart

SAGEMAKER STUDIO IDE

MODEL SERVERS

AWS
Deep

Learning
Containers

TensorFlow 
Serving TorchServe

NVIDIA 
Triton 

Inference 
Server

Multi Model 
Server (MMS)

Deep Java 
Learning 
Serving 

(DJLServing) 

SageMaker 
Neo

NVIDIA 
TensorRT/cuDNN

Intel 
oneDNN

ARM 
Compute 
Library

ML COMPUTE INSTANCES & ACCELERATORS

FRAMEWORKS

DJL BYOC

DEEP LEARNING COMPILERS AND RUNTIMES

SageMaker model deployment stack
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Amazon SageMaker JumpStart

22

Amazon SageMaker
JumpStart

Prebuilt ML solutions that you 
can deploy quickly

Deploy

Deploy solution with 
just a few clicks

Access and browse

Browse prebuilt solution 
templates using AWS 

CloudFormation for common 
business use cases

Select and customize

Select a template 
solution, which includes 
example datasets, and 
customize for your use 

cases using your own data

Amazon SageMaker Studio
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Try out models via
AWS Console

Deploy the model for 
inference using 

SageMaker hosting 
options includes single 

node

Only selected models
can be fine-tuned

Automate ML
workflow

Why use foundation models on
SageMaker JumpStart

Data stays in your 
account including 
model, instances, 
logs, model inputs, 
model outputs

Fully integrated
with Amazon 
SageMaker
features

Choose foundation models 
offered by model providers

1
Try out model
and/or deploy

2
Fine tune model and

automate ML workflow

3

23
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Publicly available

SageMaker JumpStart models and features

Models
Cohere

generate-med

Tasks
Text generation

Information 
extraction

Question 
answering

Summarization

Models
Text2Image

Upscaling

Tasks
Generate 

photo-realistic 
images from 

text input

Improve quality 
of generated 

images

Features
Fine-tuning on 
SD 2.1 model

Models
Flan T-5 models 

(8 variants)

DistilGPT2, GPT2

Bloom models
(3 variants)

Tasks
Machine 

translation 

Question 
answering

Summarization

Annotation
Data generation

Models
AlexaTM

20B

Tasks
Machine 

translation 

Question 
answering

Summarization

Annotation

Data generation

Models
Jurassic-1

Grande 17B

Tasks
Text generation

Long-form 
generation

Summarization

Paraphrasing

Chat

Information 
extraction

Question 
answering

Classification

Models
Lyra-Fr

10B

Tasks
Text Generation

Keyword 
extraction

Information 
extraction

Question 
answering

Summarization

Sentiment 
analysis

Classification

Proprietary models

24
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A strong collaboration to make NLP easy and accessible 
for all

Hugging Face is the most popular 
open source company providing 
state-of-the-art NLP technology

Hugging Face

Amazon SageMaker offers 
high performance resources 
to train and use NLP models

AWS
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Introducing a new Hugging Face 
experience in Amazon SageMaker

Deep learning containers (DLCs) developed with Hugging Face for 
both training and inference for the PyTorch and TensorFlow frameworks

A Hugging Face estimator in the SageMaker SDK to launch NLP scripts 
on scalable, cost-effective SageMaker training jobs without worrying 
about Docker

Integration with Amazon SageMaker Jumpstart

Maintained and supported by AWS
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• Falcon 7B / 
Falcon 40B

• MT0-XXL
• Galactica
• SantaCoder
• GPT-Neox 20B 
• FLAN-T5-XXL 

(T5-11B)
• Llama (vicuna, 

alpaca, koala)
• Starcoder / 

SantaCoder



Using HuggingFace LLM Containers on SageMaker 

Define IAM role for 
permissions, session and s3 
bucket

Retrieve the Hugging Face LLM 
container



Using HuggingFace LLM Containers on SageMaker 

Define the model configuration

Deploy the Model for inference
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High Level: How it works

30

Create Model1

Packages your model for deployment

Inference Container Image

Model Artifact

Advanced Configurations

SageMaker Model

IAM Role

Configure & Deploy Model2

Input 

SageMaker 
endpoint

Client Application

Inference 
request 

Inference 
result 
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Amazon SageMaker Deployment
S A G E M A K E R E N D P O I N T S  ( P R I V A T E  A P I )

Elastic
Load Balancing

Client

Deployment / Hosting
Amazon SageMaker ML
Compute Instances 

Input Data
(Request)

Prediction
(Response)

Model
Endpoint

Auto Scaling group

Availability Zone 1

Availability Zone 2

Availability Zone 3

31
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Amazon SageMaker Deployment
S A G E M A K E R  E N D P O I N T S  ( P U B L I C  A P I )

Amazon 
API Gateway

Elastic
Load Balancing

Client

Deployment / Hosting
Amazon SageMaker ML
Compute Instances 

Input Data
(Request)

Prediction
(Response)

Model
Endpoint

Auto Scaling group

Availability Zone 1

Availability Zone 2

Availability Zone 3

32



Large Model Inference (LMI) container

Large ML models
with 100 billion + parameters

Easily parallelize models across multiple GPUs to fit 
models into the instance and achieve low latency

Deploy models on the most performant and cost-
effective GPU-based instances or on AWS Inferentia 

Leverage 500GB of Amazon EBS volume per endpoint 



Large Model Inference Container

- Zero code setup: DeepSpeed, 
Accelerate and HuggingFace Handler

- Optimized environment with 
minimal setup (less than 8GB)

- Framework: Support HuggingFace
Accelerate and DeepSpeed

- Model Server: DJLServing: Multi-
process execution with auto-scaling 
and UI
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Amazon EC2 Inf2 instances powered by AWS Inferentia2

H I G H  P E R F O R M A N C E  A T  T H E  L O W E S T  C O S T  F O R  G E N E R A T I V E  A I  M O D E L S

Instance 
size

vCPUs Instance 
memory

Inferentia2
chips

Accelerator 
memory

NeuronLink Instance 
networking

On-demand 
price

Inf2.xlarge 4 16 GB 1 32 GB N/A Up to 15 Gbps $0.76/hr

Inf2.8xlarge 32 128 GB 1 32 GB N/A Up to 25 Gbps $1.97/hr

Inf2.24xlarge 96 384 GB 6 192 GB Yes 50 Gbps $6.49/hr

Inf2.48xlarge 192 768 GB 12 384 GB Yes 100 Gbps $12.98/hr

Up to 4x higher throughput and 10x lower latency (vs. Inf1)

9.8 TB/s aggregated accelerator memory bandwidth

Support for ultra-large generative AI models
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AWS Inferentia2: High performance, less power, lower 
cost 
R E A L - T I M E  D E P L O Y M E N T  B E R T - L A R G E  W I T H  A W S  I N F E R E N T I A 2  

50% 
Fewer instances 

GPU
Instances

Inf2.2xl

In
st

an
ce

s 

Number of instances 

50%
Less energy

GPU
Instances

Inf2.2xl

W
at

ts

Power

65% 
Lower cost 

GPU
Instances

Inf2.2xl

U
SD

Inference cost
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AWS Inferentia2 LLM performance
OPT-66B throughput (tokens/sec)

FP16, Seqlen 2048
OPT-30B throughput (tokens/sec)

FP16, Seqlen 2048

GPU–based 
inference instance

573

181

3.1x

inf2.48xl

Out of 
Memory

248

inf2.48xlGPU–based 
inference instance
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AWS Neuron SDK eases development with AWS Trainium 
and AWS Inferentia 

Neuron
compiler

Neuron 
runtime

Developer 
tools

Framework and Opensource Community

github.com/aws/aws-neuron-sdkhttps://awsdocs-neuron.readthedocs-hosted.com

http://github.com/aws/aws-neuron-sdk
https://awsdocs-neuron.readthedocs-hosted.com/


Large model hosting challenges

Performance
• Inferentia2 devices for inference
• GPU instances available for inference 
• Optimized  libraries  for inference

Complexity
• Amazon SageMaker Jumpstart
• Hugging Face Containers for LLMs
• Large Model Inference Containers (LMI)

Cost
• Inferentia2 devices for inference
• Model optimization techniques
• Multi-modal endpoints



Intro to Lab 1

• Goals

• Deploy GPT-J model for inference.
• Understand the workflow for deploying GPT-J model to SageMaker endpoint.
• Understand prompt engineering by running  inference with zero-shot learning and few shot learning.
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Overview of GPT-J model
• Open-source alternative to OpenAI’s GPT-3
• Mainly used for predicting the next token
• Model released by EleutherAI
• Transformer model based on Ben Wang’s 

Mesh Transformer JAX
• Trained on the Pile and can perform various tasks in 

language processing

Hyperparameters Value

Parameters 6 billion

Layers 28

Parameters 
(FP32)

Training

Model serving

24 GB

Gradients 
(FP32)

Optimizer 
states 
(FP32)

Squared 
gradients 
(AdamW)

FP32

Activation 
memory footprint 

and batch size

24 GB 24 GB 24 GB 96+ GB

200 GB+

Initial 
weights 
(FP32)

Checkpoint 
(FP32)

24 GB 24 GB

FP16

12 GB

FP32

FP16

https://github.com/kingoflolz/mesh-transformer-jax/
https://gpt3demo.com/listing/the-pile
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LLM inference – Zero shot learning

Prompt

Generated 
artifact

Input

Output

ZERO-SHOT LEARNING
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LLM inference – Improving performance with few shot 
learning

Prompt

Task description                   
Example Input 1
Example Input 2
Example Input 3

Output Indicator

Generated response

Input

Output

FEW-SHOT LEARNING
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Example of few shot learning
Movie review sentiment classifier.

Review: "I loved this movie!"
This review is positive.
Review: "I am not sure, I think the movie was 
fine."
This review is neutral.
Review: "This movie was a waste of time and 
money"
This review is negative.
Review: "I really had fun watching this movie”

This review is

Positive
Input Output

Model

Task Description

Examples

Output indicator

FEW-SHOT LEARNING



GENERATIVE AI IMMERSION DAY

© 2023, Amazon Web Services, Inc. or its affiliates. All rights reserved. Amazon Confidential and Trademark.© 2023, Amazon Web Services, Inc. or its affiliates. All rights reserved. Amazon Confidential and Trademark.

Lab 1 (Option 2) – LLM inference

45

https://github.com/aristsakpinis93/generative-ai-immersion-day

Event Access Code:

https://github.com/aristsakpinis93/generative-ai-immersion-day
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Toxicity
Gen AI model 

outputs may create 
harmful images or 

videos risking 
company 

reputation

2 3

Quality
Gen AI model 

unable to answer 
questions 

coherently or 
summarize text 

risking user 
confidence

1

Bias
Gen AI model 

outputs can be 
inherently biased 

based on the 
training data set 

impacting 
different 

subpopulations

Generative AI Challenges
Customers need to responsibly innovate and implement generative AI

4

Hallucinations
Gen AI models can 
generate outputs 

that sound 
plausible but are 

factually 
inaccurate
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Model Training Stages

48

Randomness /
Transfer Learning Language Understanding [2] Instruction Tuning

[4] Task/Domain 
Specific Fine TuningTask Optimized

[1] Pre-Training

[3] Alignment Tuning
(i.e. RLHF)

Improved Performance

Human Centric

Task/Domain Specific
Prompt and Responses
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Data

Text
Images
Speech

Structured data
3D signals

Pre-training Fine-tune model 
for specific tasks 

and domains

Gather data at 
scale

Evaluate 
model

Foundation model

Reinforcement 
Learning with 

Human Feedback

Model Tuning

Demonstration Data
Generate demonstration 
data to teach the model 

how to respond

Preference Data
Rank the model outputs 

from best to worst to 
align with human 

preferences

Data labeling needs for Generative AI models
Helping customers to generate, automate, and personalize the customer experience
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Using SageMaker for  Generative AI

Human Feedback and Preference Data

3

4

5

Model hosting

Client apps

2

Model training Human review

SageMaker 
Ground Truth

SageMaker Ground Truth

SageMaker 
Training

SageMaker Hosting

SageMaker Ground Truth

Prompts and Datasets
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Impact of model size on prompt accuracy due to increase in pattern recognition abilities and 
‘learn’ from in-context learning for Zero-, One- and Few-shot prompts.

Source: Brown et. al.  https://arxiv.org/abs/2005.14165

Before Fine-Tuning, try Prompt Engineering

https://arxiv.org/abs/2005.14165
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Fine Tuning a GPT-J 6B model

52
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Improving LLM performance by fine-tuning

53

Large, generic dataset Small, domain-specific dataset

Upstream model Downstream model

Amazon SageMaker

• Transfer learning of domain-specific
knowledge into a foundation model at 
reasonable cost

• Update of weights in the network, while 
architecture is kept

• Fine-tuning is task-specific, either semi-
supervised (e.g., MLM, CLM, PLM, …) or
supervised (e.g. translation, 
classification, …)
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Domain task specific fine-tuning approaches

54

Classification example with an encoder model

* https://magazine.sebastianraschka.com/p/finetuning-large-language-models
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Parameter efficient Fine Tuning Techniques (1/2)
Adding adapter layers
We add adapter layers in our transformer architectur and only fine tune those. 

55

* https://magazine.sebastianraschka.com/p/finetuning-large-language-models
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Parameter efficient Fine Tuning Techniques (2/2)
Low Rank Adaptation 

• Hypothesis: Weights of Fine-tuned 
(FT) LLMs have a low rank. 

• Using matrix decomposition to 
exploit this characteristic to get new 
matrixes B and A. 

• We only have to update B and A. Can 
finally be merged with W for 0 
latency increase. 

56

* Hu et al. 2021
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LoRA

- Pick a rank for that is right for your 
use case (experimentation might 
be needed)

- Adapt the weight matrices for 
Query and Value in the attention 
blocks

57

* Hu et al. 2021
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LoRA in code – implement it in the training loop

58
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LoRA in code – implement it in the training loop

59
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Challenges with large model training
M O D E L S  G R O W  F A S T E R  T H A N  H A R D W A R E ,  L E A D I N G  T O  B O T T L E N E C K S

I N C R E A S I N G  C O M P L E X I T Y I N C R E A S I N G  C O S T S

Compute power ~ 2x every 3.4 months Model size increase ~ 10x/ year, Cost of Training increase ~ 100x by 2025



GENERATIVE AI IMMERSION DAY

© 2023, Amazon Web Services, Inc. or its affiliates. All rights reserved. Amazon Confidential and Trademark.

Distributed training

Data parallelism

Distributed training
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Training 
data

Worker #0 Worker #2

Worker #1 Worker #3

ML model

Data parallelism
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Benefits

• Simple, scalable

• Simple computation/
communication overlap

Communication
(gradient synchronization)

Computation
(backward pass)

Forward

Backward

Data parallelism
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Benefits

• Simple, scalable

• Simple computation/
communication overlap

Challenges

• What if the model doesn’t fit?
à Large memory

Communication
(gradient synchronization)

Computation
(backward pass)

Forward

Backward

Data parallelism
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Distributed deep learning, historically

Parameter server

E.g., TensorFlow
ParameterServerStrategy

Combiners worker & parameter servers to 
communicate and average gradients 

AllReduce

E.g., Horovod, PyTorch DistributedDataParallel

Uses MPI to allow GPU nodes to communicate 
directly with each other in a “ring” topology



SageMaker DataParallel under the hood

Workers
on GPUs

Servers
on CPUs

SageMaker
control plane

ml.p3dn.24xl

ml.p3dn.24xl

ml.p3dn.24xl

ml.p3dn.24xl

ml.p3dn.24xl

ml.p3dn.24xl

ml.p3dn.24xl

ml.p3dn.24xl

Balanced Fusion Buffers to 
optimize your network bandwidth, holding 
gradients until they hit a threshold size, then 
copy to CPU memory, shard into N parts for 
each node in cluster, send ith part to the ith 
server

overlap backward pass and 
AllReduce
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Distributed training

Model parallelismData parallelism

Distributed training



GENERATIVE AI IMMERSION DAY

© 2023, Amazon Web Services, Inc. or its affiliates. All rights reserved. Amazon Confidential and Trademark.

Distributed training

Model parallelismData parallelism

Pipeline parallelism

Distributed training
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L1

L1

L2

L2

L2

L4

L4

L3

L3

L3

Worker 1 Worker 2 Worker 3

Pipeline parallelism
A L S O  C A L L E D  I N T E R - L A Y E R  M O D E L  P A R A L L E L I S M
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Benefits

• Fits larger models

• P2P communication

Challenges

• What if a layer doesn’t fit?
à Large memory

• Pipeline idleness reduces scaling efficiency

L1 
fwd

L3
fwd

L4
fwd

L2 
fwd

L4
bwd

L3
bwd

L2
bwd

L1
bwd

Forward pass Backward pass

Time

loss

Worker 1

Worker 2

Worker 3

67% idleness

Pipeline parallelism
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Benefits

• Fits larger models 

• P2P communication

Challenges

• What if a layer doesn’t fit?
à Large memory

• Pipeline idleness reduces scaling efficiency
à Overlapped comp/comm

L1 
fwd

L3
fwd

L4
fwd

L2 
fwd

L4
bwd

L3
bwd

L2
bwd

L1
bwd

loss

Worker 1

Worker 2

Worker 3

L1 
fwd

L2 
fwd

L3
fwd

L4
fwd

L4
bwdloss

L3
bwd

L2
bwd

L1
bwd

Time

L1 
fwd

L2 
fwd

L3
fwd

L4
fwd

L4
bwdloss

L3
bwd

L2
bwd

L1
bwd

3 microbatches

67% à 40% (idleness)

Pipeline parallelism
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Distributed training

Model parallelismData parallelism

Pipeline parallelism Tensor parallelism

Distributed training
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Worker 1

L1

L1

L2

L2

L2

L4

L4

L3

L3

L3

Worker 2

Worker 3

Tensor parallelism (TP)
A L S O  C A L L E D  I N T R A - L A Y E R M O D E L  P A R A L L E L I S M
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L1
L2 L3

L4

L1 L4

Training 
data

ML
model

Worker #0 Worker #1

Worker #2

L2
L1 L4

L3

L3
L1 L4

L2
L1

L2 L3
L4

L1 L4
L2

L1 L4
L3

L3
L1 L4

L2

Tensor parallelism (TP)
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Benefits

• Fits large models/layers

• Reduces minibatch size

Tensor parallelism (TP)
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Benefits

• Fits large models/layers

• Reduces minibatch size

Challenges

• All-to-all communication
à High-bandwidth, low-latency interconnect

• Difficult to overlap computation
and communication

à Overlapped comp/comm

Tensor parallelism (TP)
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Aspects of Distributed Training

Compute Storage Network Orchestration

79
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G5 P4d DL1G5g P3 P4de Inf1 F1Inf2P5 VT1

Broad and deep accelerated computing portfolio
G P U ,  A W S  B U I L T  A C C E L E R A T O R S ,  A N D  F P G A - B A S E D  E C 2  I N S T A N C E S

Habana Gaudi 
accelerator

Radeon GPU
Xilinx FPGA

Graviton CPU
Inferentia accelerator
Trainium accelerator

A100, V100, 
A10G, T4g GPUs

81

GPUs AI/ML Accelerators and ASICs FPGAs

Trn1G4

Preview
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Storage & Memory Challenges for ML training
NLU models trained on internet scale datasets:
• Original BERT pre-trained on 16 GB of Wikipedia text (2500M tokens) & 11k books (800M tokens)

• T5-XXL: Colossal Clean Crawled Corpus 750 GB

gpu

gpu

gpu

gpu

EC2 instance

gpu

gpu

gpu

gpu

EC2 instance

gpu

gpu

gpu

gpu

EC2 instance

Amazon Simple Storage Service

Read intensive job:
Mini batch + data loader strategy during 
training is key.

GPU Memory bound:
Device memory limits the amount of 
sentences (data) at each training step.

Rule of thumb: Larger the batch size, faster the 
training! 

High Performance Shared File System

Amazon Elastic File 
System

Amazon FSx for Lustre



Storage options for SageMaker (and others)
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Networking Challenges for ML Training
Gradient descent over multi-node multi-gpu architecture:
• Model + mini-batch data fits on single GPU: Data Parallel Training

• Model + mini-batch needs multiple GPUs: Model Parallel Training

Amazon Simple Storage Service

High Performance Shared File System

Amazon Elastic File 
System

Amazon FSx for Lustre

gpu

gpu

gpu

gpu

EC2 instance

gpu

gpu

gpu

gpu

EC2 instance

gpu

gpu

gpu

gpu

EC2 instance

Amazon Elastic 
Fabric Adapter

Amazon Elastic 
Fabric Adapter

Fast GPU to GPU communication:
600GB/s in node (Nvlink)
400Gbps networking with EFA



GENERATIVE AI IMMERSION DAY

© 2023, Amazon Web Services, Inc. or its affiliates. All rights reserved. Amazon Confidential and Trademark.

Training on Amazon SageMaker
A  R E F R E S H E R  

Amazon SageMaker Training job

Training Code

Instance

VPC

EBS/ NVMe

Amazon SageMaker control plain

Provision/stop/monitor instances

Create training job API call

Data Scientist

Amazon 
CloudWatch

Models in S3

Logs & metrics

Model artifacts

Amazon S3

ECR

DL container: 
TF/PT/custom

Amazon 
EFS

Amazon FSx 
for Lustre Copy/stream data

Storage
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Training on Amazon SageMaker
Hugging Face estimator
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Training a LLM with HuggingFace

Amazon 
SageMaker

1. Preprocessing Step
• Download/ingestion of dataset
• Tokenization
• Additional preprocessing steps

2. Training Step
• Download/loading of model
• Configuration of TrainingArguments
• Configuration of Trainer
• Training, evaluation, model 

serialization and storage

raw_datasets = load_dataset(…)

tokenizer = AutoTokenizer.from_pretrained(…)

tokenized_datasets = raw_datasets.map(…)

lm_datasets = tokenized_datasets.map(…)

model =AutoModelForCausalLM.from_pretrained(‘model-id’)

training_args = TrainingArguments(**kwargs)

trainer = Trainer(

model=model, 

args=training_args, 

train_dataset=lm_datasets,  …)

trainer.train()

trainer.save_model()

trainer.evaluate()
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Large-scale training on SageMaker

NVIDIA GPUS 
A100, V100, K80, T4, A10

AWS Nitro 400/800 Gbps
EFA Networking CPU instances AWS Trainium

AMAZON SAGEMAKER TRAINING

Large Scale Cluster 
Orchestration NCCL Health Checks SageMaker Jumpstart 

for foundational models
SageMaker 
Compiler Warm pools SSH to container

Data loading Debugger Profiling Experiment tracking Hyperparameter 
optimization

Pay for what 
you use

ML COMPUTE INSTANCES & ACCELERATORS

Hugging Face SageMaker Distributed 
Training Libraries

Bring your own library (e.g. 
DeepSpeed, Megatron)

OPTIMIZED DISTRIBUTED TRAINING LIBRARIES & FRAMEWORKS

TensorFlow, the TensorFlow logo and any related marks are trademarks of Google Inc.
PyTorch, the PyTorch logo and any related marks are trademarks of Facebook, Inc.
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Lab 2 – LLM fine-tuning

90

https://github.com/aristsakpinis93/generative-ai-immersion-day

Event Access Code:

https://github.com/aristsakpinis93/generative-ai-immersion-day
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AGENDA

Generative AI – What is it and why the hype?

Large Language Models - How the ML works?

Large Language Model Hosting 

Large Language Model Finetuning

Visual Foundation Models & Stable Diffusion

Engineering GenAI-powered Applications on AWS

91
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Generative AI is transforming AI
I M A G E  G E N E R A T I O N ,  T R A N S F O R M A T I O N ,  U P S C A L I N G

Generated by Stable Diffusion 
2.0. This interior does not exist

4x

Seamless 
transformation

Upscaling



GENERATIVE AI IMMERSION DAY

© 2023, Amazon Web Services, Inc. or its affiliates. All rights reserved. Amazon Confidential and Trademark.

Building blocks of Diffusion

93

Source: https://jalammar.github.io/illustrated-stable-diffusion/
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Training a diffusion model

94
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Building blocks of Diffusion

95

Source: https://jalammar.github.io/illustrated-stable-diffusion/
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Building blocks of Diffusion

96

Source: https://jalammar.github.io/illustrated-stable-diffusion/
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Building blocks of Diffusion

97

Source: https://jalammar.github.io/illustrated-stable-diffusion/
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Building blocks of Diffusion

98

Source: https://jalammar.github.io/illustrated-stable-diffusion/
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Image generation

99
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Building blocks of Diffusion

100

Source: https://jalammar.github.io/illustrated-stable-diffusion/
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Building blocks of Diffusion

101

Source: https://jalammar.github.io/illustrated-stable-diffusion/



GENERATIVE AI IMMERSION DAY

© 2023, Amazon Web Services, Inc. or its affiliates. All rights reserved. Amazon Confidential and Trademark.

Building blocks of Diffusion

102

Source: https://jalammar.github.io/illustrated-stable-diffusion/
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Building blocks of Diffusion

103

Source: https://jalammar.github.io/illustrated-stable-diffusion/
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Building blocks of Diffusion

104

Source: https://jalammar.github.io/illustrated-stable-diffusion/
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Lab 3 – Stable Diffusion 
Deployment & Inference 

105

https://github.com/aristsakpinis93/generative-ai-immersion-day

Event Access Code:

https://github.com/aristsakpinis93/generative-ai-immersion-day
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Other models and related 
work

106
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§ Another diffusion model

§ Generate at low resolution and use 
super resolution networks to upscale; 
doesn’t use an autoencoder

§ Not available to the public.

107

Imagen (Google, 2022)
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Dall-E 2 (OpenAI, 2022)

Another diffusion model

– Weights are private but there’s an 
inference API

108
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Midjourney

Heavily stylized diffusion 
model

§ Weights are private but 
there’s public access to 
inference (no API)

109
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Runway Gen-2

Text-to-Video

110
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Image-to-image (img2img)

Add a specified amount of noise to an 
existing image and start the denoising 
process 

112
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Inpainting & outpainting

• Masked image-to-image

113

https://openai.com/dall-e-2/

https://openai.com/dall-e-2/


GENERATIVE AI IMMERSION DAY

© 2023, Amazon Web Services, Inc. or its affiliates. All rights reserved. Amazon Confidential and Trademark.

Tuning Stable Diffusion

• Learning a new domain
§ Full scale finetuning

– Significantly larger data requirement

– Satellite diffusion model (right) was trained 
with 2000 image + label pairs

§ LoRA

§ Hypernetworks

115

https://gitlab.aws.dev/wwps-natsec/ai-ml-practice/satellite-diffusion

"A satellite image showing a {class_name}"

More 
efficient

https://gitlab.aws.dev/wwps-natsec/ai-ml-practice/satellite-diffusion
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Tuning Stable Diffusion

116
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AGENDA

Generative AI – What is it and why the hype?

Large Language Models - How the ML works?

Large Language Model Hosting 

Large Language Model Finetuning

Visual Foundation Models & Stable Diffusion

Engineering GenAI-powered Applications on AWS
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Successfully building GenAI Applications

118

Low LatencySilicon

Hyperscale
Compute

Model 
Ecosystem

Application 
Layer

Cost Effective High Throughput GPU 
Acceleration

Scalable Pay as you go Elastic Managed Integrated Existing IT

Ease of 
Integration

Vertically 
Integrated

Built on top
- Proven app development stack
- MLOps ready for Foundation Models

Broadness of choice of Foundation models

Easy fine-tuning Hosting options

“Off the shelf” 
applications that 
can be used with the 
existing tools and 
that embed one or 
more Foundation 
Models

Vertically 
Integrated

ML Ops
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Many roads to FMs – model choice is key!

119

Proprietary
models

Building your own
model from scratch

Publicly
available models

119

Different use cases and applications will require different (families) of FMs! 
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The rise of open source

120

Foundation
Model

Major companies and advanced 
startups are open-sourcing 
state of the art foundation 
models!

xn
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Many roads to FMs – hosting choice is key!

121

Serverless, fully managed
SageMaker Custom 

Hosting
Marketplace, one-click 

usage

121

Different workloads and usage patterns will require different FM hosting options!
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Caution!

Data
protection

Infrastructure
protection

Incident
response

Detective 
controls

Identity and 
access management Compliance

122
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Amazon Bedrock
The easiest way to build and 
scale generative AI 
applications with FMs

NEW
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Bedrock supports a wide range of foundation models

124

Titan Text Titan
Embeddings

FMs from Amazon FMs from AI21 Labs, Anthropic, and Stability AI

Jurassic-2 Claude Stable 
Diffusion
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Machine Learning Hub for SageMaker
Browse through ~400 contents including, built-in 
algorithms with pre-trained models, (New) Foundation 
Models, solution templates, and example notebooks

UI as well as API based machine learning
Use the User Interface for single click model 
deployment or the API for Python SDK based workflow

(New) Share and collaborate within an 
organization
Share models and notebooks with others within your 
organization, and allow them to train with their own 
data or deploy as-is for inferencing

Amazon SageMaker JumpStart with Foundation Models

125

NEW
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Base components and design patterns

127

Models Prompts Memory

Chains Tools Agents
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LangChain

128
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Models

• Language generation models

• Text Embedding Models

• Purpose-fine-tuned models (chat, …)

129

Pre-built implementations available for multiple model providers and hosting options!
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Prompts: dynamic prompting through PromptTempates

130
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Memory: keeping track of conversation history

133

Short-term memory

Long-term memory

ConversationBufferMemory

Token consumption

ConversationBufferWindowMemory

ConversationSummaryBufferMemory

ConversationSummaryMemory

ConversationKnowledge-
GraphMemory
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LangChains 

135

Chain

1-n

Pre-built implementations available in multiple fashions!
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LLMChain

136
Business Logic Node

Model Node

Decision Node

LLM George Washington

Answer the following question: {question}
If you don’t know the answer, just say “I don’t know”.

Who was the first 
president of the United 

States?
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StuffDocumentsChain

138
Business Logic Node

Model Node

Decision Node

LLM

What do all of the 
following articles have in 

common?
Article 1: {article1}
Article 2: {article2}

…

They are about predatory 
big cats called leopards.
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SequentialChain

139
Business Logic Node

Model Node

Decision Node

LLM1 LLM2 VFM

Extract the main entity out 
of the input. 

Input: {input}

What do all of the 
following articles have in 

common?
Article 1: {article1}
Article 2: {article2}

…
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TransformationChain

140
Business Logic Node

Model Node

Decision Node

No!LLM

Translate this question 
into Python source code. 

Question: {question}

Is 838329239 a prime? Python 
Interpreter
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Domain-specific knowledge infusion: forms of knowledge

142

L1

L1

L2

L2

L2

L4

L4

L3

L3

L3

Parametric knowledge

Adjustable through fine-tuning ($$$)

Static data (language foundations , domain-
specific vocabulary, writing style, 
chat/instruction-fine-tuning, …)

Source knowledge

Adjustable though prompt enrichment ($)

Dynamic data (live-systems, (semi-)frequently changing 
knowledge bases, …)

Minimizes risk of halluzination, adds tracability of results
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Domain-specific knowledge infusion through Tools

143

A Tool is “a function that 
performs a specific duty. (…) 
The interface for a tool is 
currently a function that is 
expected to have a string as 
an input, with a string as an 
output.” 

“These tools can be generic 
utilities (…), other chains, or 
even other agents.”
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Tools: RAG

• Retrieval-augmented 
generation

• Access to knowledge base of 
unstructured text

• Implemented through two-
step chain powered by two 
different LLMs

144

Source: Retrieval-Augmented Generation for Knowledge-
Intensive NLP Tasks, Patrick Lewis et al., 2021, 
https://arxiv.org/pdf/2005.11401.pdf

https://arxiv.org/pdf/2005.11401.pdf
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Tools: RAG

145

Concept

• Knowledge documents / document 
sequences are encoded and ingested 
into a vector database. 

• Customer e-mail query is pre-
processed and/or tokenized

• Tokenized input query is encoded

• Encoded query is used to retrieve 
most similar text passages in 
document index using vector similarity 
search (e.g., Mixed Inner Product 
Search)

• Top-k retrieved documents/text 
passages in combination with original 
customer e-mail query and e-mail 
generation prompt are fed into 
Generator model (Encoder-Decoder) 
to generate response e-mail

Source: Retrieval-Augmented Generation for Knowledge-Intensive NLP Tasks, Patrick Lewis et al., 2021, https://arxiv.org/pdf/2005.11401.pdf

Query 
Encoder Vector Similarity Search

Decoder 
(Generative) 
model

Document Encoder

Document index

…

…

…
User 

Prompt

Pre-pro-
cessing

Response 
generation 

prompt

Knowledge base of unstructured 
text(e.g., T&Cs, FAQs)

Top-k 
documents 
/ document 
sequences

Response User

Retriever
1

2

3

4

1 2

3
4

0

0

https://arxiv.org/pdf/2005.11401.pdf
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Tools: RAG

146

Document embedding & vectorstore ingestion

Retrievers

RetrievalQAChain
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Tools: Requests

147
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Tools: Google Search

148
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Tools: Python REPL

149
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Agents: MRKL Idea: System routes between 1-n out of 
multiple tools, which can be neural or 
symbolic.

Benefits:

• Proprietary knowledge

• Up-to-date information

• Interpretability

• Composability

• Robust extensibility

• Safe fallback

150

Source: MRKL Systems – A modular, neuro-symbolic 
architecture that combines large language models, 
external knowledge sources and discrete reasoning, Ehud 
Karpas et al, 2022, https://arxiv.org/pdf/2205.00445.pdf

https://arxiv.org/pdf/2205.00445.pdf
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Agents: basic components

151

Tool1

Tool2

LLM

Prompt

Tool
• Name: …
• Description: …

Agent
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Agents: ReAct

• Logical and modular reasoning 
of GenAI-powered systems 
(chain-of-thought)

• Execution of task-specific actions 
(action plan generation)

• Implemented through chain of 
recursive steps against a 
powerful LLM

152

Source: ReAct: Synergizing reasoning and acting in language models, 
Shunyu Yao et al, 2023, https://arxiv.org/pdf/2210.03629.pdf
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ReAct (Reasoning + Action) Prompting

154

Combine text reasoning and actions in a 
single model
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Agents: MRKL agent implementation

155
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Agents: MRKL agent implementation

156

“Who is Leo DiCaprio's girlfriend? What is her current age raised to the 0.43 power?”



GENERATIVE AI IMMERSION DAY

© 2023, Amazon Web Services, Inc. or its affiliates. All rights reserved. Amazon Confidential and Trademark.

How to get started on AWS?

157
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Langchain ❤ AWS: Orchestration Layer

158

AWS Lambda Amazon ECS Amazon EC2

…
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Langchain ❤ AWS: Models

159



GENERATIVE AI IMMERSION DAY

© 2023, Amazon Web Services, Inc. or its affiliates. All rights reserved. Amazon Confidential and Trademark.

Langchain ❤ AWS: RAG

160

Amazon 
SageMaker
Processing

…

Amazon Kendra

Preprocessing Document store & retrieval

Amazon OpenSearch 
Service

Amazon RDS 
Postgres

AWS Marketplace

…
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Langchain ❤ AWS: DynamoDBChatMessageHistory

161
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Langchain ❤ AWS: E2E Architecture

162

Frontend

Response generationDocument store & semantic search 

Orchestration

Knowledge 
Documents

AWS Lambda

Amazon S3
Decoder/seq2seq 

LLMReal-time Inference

Conversational 
Memory

Amazon DynamoDB

Amazon API Gateway

Amazon ECR

Amazon ECS

Amazon Kendra

Amazon ELB

MRKLAgent

ConversationalRetrievalQAChain

Parametric knowledge

LLMChain
So

ur
ce

 k
no

w
le

dg
e
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Overview of Falcon40b-instruct model
• Decoder only model built by TII in the UAE
• Largest version of Falcon model family
• Fine-tuned on a mixture of Baize chat dataset mixed 

with RefinedWeb dataset
• Currently best open-source model available according

to HuggingFace Open-LLM Leaderboard
• Available under Apache 2.0 license
• Available through SageMaker JumpStart (FP16)
• Optimized deployment with HuggingFace LLM DLC 

for SageMaker

Hyperparameters Value

Parameters 40 billion

Layers 60

https://github.com/project-baize/baize-chatbot
https://huggingface.co/datasets/tiiuae/falcon-refinedweb
https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard
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Lab 4 – LLM-powered chatbot with RAG-
capabilities and short-term memory

165

https://github.com/aristsakpinis93/generative-ai-immersion-day

Event Access Code:

https://github.com/aristsakpinis93/generative-ai-immersion-day
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Thank you!
Aris Tsakpinis
tsaris@amazon.de
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